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ABSTRACT 

Adaptive equalization, although most commonly applied in communications, is 

necessary in many instances where signal fidelity must be maintained throughout a 

channels's medium.  Adaptive equalization technology was used here as a solution to the 

problem of equalizing a multiple-channel nearfield sonar system.  Before compensation, 

a subset of the channels is characterized to assess the magnitude of the problem and the 

margin for performance improvement.  This characterization data provides evidence that 

equalization is absolutely essential if the sonar system is to perform with any degree of 

accuracy.  After a brief description of the selected processor, equalization is performed 

on the selected channels.  Channel characterization data from before and after 

compensation is then compared to examine performance enhancements. 
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Chapter 1 

INTRODUCTION 

Equalizers are used in a wide variety of applications where signal distortion must 

be eliminated.  The distortion is caused by the propagation medium s transfer function 

having a non-uniform amplitude or non-linear phase versus frequency response at 

frequencies where there is significant energy in the signal.  In order to overcome these 

phenomena, it is necessary to insert a transfer function in series with the medium's 

transfer function that is its inverse, thus achieving equalization. 

Equalizers are often implemented as fixed networks.  Usually, a filter is inserted in 

series with the signal path in order to get the desired result.  However, if a multiple- 

channel system needs to be equalized, the filter alignment required for all channels can 

become quite tedious, and realignment may be periodically necessary due to changes in 

the environment.  In these cases, an adaptive equalizer becomes more desirable than its 

fixed counterpart.  It can automatically synthesize the medium's inverse transfer function 

when given appropriate reference signals and training periods. 

Extensive research has been conducted on the application of adaptive equalizers 

with communications channels, specifically in channels corrupted by InterSymbol 

Interference (ISI) [1, 2, 4, 6, 10]. In this case, the system could have multiple channels 

and possibly have transfer functions that drift with time. Here, adaptive equalization is 

preferred over its fixed-network counterpart due to repetitive filter alignment and 

calibration issues. A block diagram of a typical communications channel is illustrated in 

Figure 1. 
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The inputs to the modulator are the baseband information signal X^(t) and the 

carrier signal X^(t).  A modulated and amplified carrier output s(t) is then input to the 

channel.  The signal is distorted in amplitude and phase as it propagates through the 

channel.  Both of these linear types of distortion contribute to time dispersion or pulse 

lengthening.  At the receiver, where the signal is demodulated and detected, problems 

occur if there is significant time dispersion.  Symbol energy in one time slot at the 

transmitter but dispersing into adjacent time slots at the receiver results in symbol 

detection errors and therefore the channel's performance is degraded considerably. 

However, the adaptive equalizer helps overcome this problem. 

In practice, a test signal with its energy contained in the passband of interest is 

transmitted through the channel. The received signal is operated on by the equalizer 

and then compared to a reference signal. The difference or error signal is used to 

update the equalizer weights.  Once the weights have been calculated, normal operation 

may follow with the equalizer and its optimum set of weights in place.  This automatic 

adjustment of the weights inherent in adaptive equalizers allows compensation for 

channel characteristics unknown a priori.  On the other hand, fixed network equalizers 

require knowledge of channel characteristics before the weights are adjusted.  Their 

weights compensate for an average range of linear distortion.  This may provide 

inadequate performance in multiple-channel systems with a large variance in channel 

characteristics.  In addition, the amount of work required to generate tap settings for 

each channel would be prohibitive.  Therefore, the automatic synthesis of weight settings 

performed by adaptive equalizers is a much more efficient means of channel equalization 

for multi-channel systems. 



Assuming the diagram in Figure 1 represents a discreet communications system, 

then X3(t) becomes a sequence representing the symbol to be transmitted during each 

time slot.  If each element of the sequence is denoted by x^, then the output of the 

modulator, after power amplification, is given by 

sit)   = Y,  x„x^(t-nT) (1) 
n-O 

where x^(t) is the pulsed carrier signal and Xn is an element of the sequence whose value 

is dependent upon the type of modulation, i.e. Pulse Amplitude Modulation (PAM), 

Phase Shift Keying (PSK), Frequency Shift Keying (FSK), etc.  The value T* represents 

the transmission time, with one symbol being transmitted every T seconds.   If it is 

assumed that the channel's impulse response is g(t), then the input to the receiver is 

r^it)  = f gix) s(t-T)dx (2) 

Substitution for s(t) in this expression then results in 

r^it)   = I sr(T) Y^x^Jt-x-nT) 
n-o 

dx 

am 

= 53   -^n / 9('^)x^it-x-nT)dx 
n-o __ 

Since the channel's response to the pulsed carrier signal can be represented by 

(3) 

hit)  = f gix)x^it-x)dx (4) 



then the receiver input simplifies to i 

r^ic)   = Y.  xJi{t-nT) (5) 

So far, there has been no allowance for propagation delay and relative time difference 

between transmit and receive samples.  Denoting these parameters collectively by t^, if 

the baseband signal is sampled at the receiving end at instants t = kT seconds for k:=0, 

1. 2, . . ., the receiver samples (assuming all signals are at baseband) are given by 

i^{kT)   =r^(Jcr+td)   =^  xJi{kT^t^-nT) 
D'O 

or 

r^ikT)   = x^it^)   +52  xj2{kT+ta-nT) (6) 
n=0 
n*k 

for k=0, 1, 2,... j.  It should be noted that in some derivations an additive noise term is 

included in the above expression to represent interference injected by the channel 

medium itself.  However, it is omitted here for the sake of clarity.  The first term on the 

right is the desired result, while the summation term is interference from neighboring 

time slots.  Notice that if h(t) possesses significant energy in neighboring time slots, or 

h(t) > > 0 for 111 > T/2, then interference is added to T^(kT).  If it lowers the Signal- 

to-Noise Ratio (SNR) enough, the detection threshold of the receiver may be 

compromised, thereby allowing detection errors and a dramatic loss in performance. 

However, if an equalizer is inserted before the detector, the time dispersion and 

resulting performance loss can be reduced or eliminated completely.  Since there is a 

wide variety of adaptive equalizers available, several parameters must be considered 
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when choosing one.  Two such parameters are filter type and coefficient optimization 

algorithms. 

There are numerous filter types available for equalization, both recursive and non- 

recursive [2, 5].  In the non-recursive arena, the transversal and fractionally spaced 

configurations are widely used for combatting ISI.  Of these, the transversal 

configuration is probably the most commonly used and will be discussed first. Figure 2 is 

a block diagram of the transversal filter which shows that as each new sample is input, 

the oldest one is discarded. The remaining samples are then multiplied by their 

respective tap gain and the results are added to provide the final result.  Mathematically, 

this is represented by the expression 

yin)  = Y:   c.x^-i <7> 
N-l 

E i-o 

where x^., are the past inputs, c, are the filter weights for an N-tap filter, i.e. 1=0, 1, 

2, . . . N-l, and y(n) is the output at time t=nT.  From the discrete convolution 

expression above, the simplicity of this filter architecture becomes obvious. 

A similar type of filter is the Fractionally Spaced Equalizer (FSE) [5]. This filter 

is actually a transversal type with a higher sampling rate, by a factor of two or three, 

than the usual 1/T rate. At the filter output, the samples are decimated or sampled at 

the transmission rate. The main benefit of an FSE is its insensitivity to sampler phase 

relative to the incoming signal at the receiver.  An equalizer with 1/T sampling (assuming 

equalizer input is at baseband) causes aliasing of the input spectrum and then, due to 

this phase difference, the resulting spectrum near the band edges will have nulls and 

peaks depending on whether there is constructive or destructive addition of aliased 
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components.  In addition, this phase may be time-varying, causing the distribution of 

nulls and peaks in the resultant spectrum to change with time.  In effect, it is a very 

difficult if not impossible task to equalize near the band edges of the pulse spectrum. 

However, due to its higher sampling rate, an FSE reduces the aliasing problem and 

provides much better equalization performance near the band edges. 

In the recursive filter domain, a common structure is the Decision Feedback 

Equalizer (DFE).  The DFE uses basic transversal filters in feed-forward and feedback 

sections as shown in Figure 3 [5, 7].  The output z(k) is given by the expression 

zik) = £ c,x,., - j; jb„d,.„ (8) 
i"0 m'l 

A linear combination of past decisions, assumed to be correct, are fed back via the 

feedback section. Therefore, any interference produced by these symbols can be 

subtracted from the feed-forward section. The main advantage of the DFE over its 

linear transversal counterpart is that it can counteract distortion without adding excessive 

noise to the communication channel.  Since the combined impulse response of the 

channel and equalizer is a unit impulse for perfect matching, maximum noise power is 

allowed through the channel to the detector. However, the feedback section of a DFE 

removes such stringent impulse response requirements from the feed-forward section and 

thus reduces total noise power input to the detector. 

So far, filter architectures have been discussed and much has been said about filter 

weights but nothing has been mentioned about their settings or adjustments. 

In choosing a set of filter weights, the criterion used as the basis for the selection 

must first be established [8]. The most common criterion used is Mean-Square Error 
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(MSE), whereby taps are chosen such that the mean-square error, or difference, between 

a reference and equalizer output is minimized.  Using this criterion, the optimum weight 

settings must be calculated using input statistics which are not known a priori. 

Therefore, an iterative procedure must be used to obtain the desired weights.  The 

expression used to calculate the coefficients is described by 

^i*i = ^i ^ ^i 3i    ;  i = 0,   1,  2,   .   .   . (9) 

where c^ is the vector of coefficients, A j is the step size or loop gain, and §  is the 

direction vector -- all of which are evaluated at the i"" iteration.  In practice, A is usually 

chosen based on a tradeoff between the speed of convergence and output-noise-power, 

the latter caused by the coefficients fluctuating about their optimum values.  The vector 

s^ is dependent upon the numerical algorithm used, three of which are:  1) steepest 

descent, 2) conjugate gradient, and 3) Fletcher-Powell [6, 9, 10].  The most popular 

method, steepest descent, has a direction vector given by 

S, = -g, (10) 

where g^ is an N-dimensional vector of gradient components 

g, = -E{t,y\] (11) 

In this expression, E[ ] is the expectation operator, ^^ is the error between the reference 

and equalized signals, and ^^ is the vector of past and present input samples at the i"* 

iteration.  However, since the required expectation information is not readily available, 

an estimate of the form 
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h = -e.y* ^^2) 

is used instead.  Then, the recursive algorithm becomes 

^i*i = ^i  * ^i^iVi    !   ^   = 0,   1,   2, 

Once the equalizer is in place but before operation can begin, it must go throueh 

a training period to generate the proper tap settings.  A signal, which might be a 

Pseudo-Random-Noise (PRN) sequence for example, is input to the channel.  A delaved 

replica is applied to the reference input of the equalizer while the other input is driven 

by the output of the channel.  After the equalizer has had time to calculate the weights, 

the coefficient update capability is disabled and the equalizer operates as a FIR filter 

with the calculated weights.  Communication over the channel can now begin with the 

training cycle completed. 1 

i 
.       i 

1.1  Statement of the Problem 

Thus far, the discussion has revolved around adaptive equalization as it applies to 

communication channels.  In fact, the majority of literature currently available deals with 

the problem of equalizing communication channels or, more specifically, eliminating 

InterSymbol Interference (ISI).  However, in this research publication, it is of great 

interest to utilize adaptive techniques in performing multiple-channel equalization of a 

nearfield sonar system. 1 

The sonar system is capable of producing an acoustic field at a point under water 

where a Receiver Under Test (RUT) is located.  A block diagram of such a system is 



12 

shown in Figure 4.  The system consists of "n" independent channels driven by inputs 

that are amplitude-shaded in order to produce sonar signals at the RUT which appear to 

come from different points in space.  Each of the signals, Si(k;). . .S„(k;), is in the digital 

domain, and they are identical with the exception of amplitude.  These signals drive the 

channels' electronics which consist of Digital-to-Analog (D/A) converters, preamplifiers, 

filters, power amplifiers, etc. The output signal, consisting of any combination of 

broadband and narrowband energy, is converted to acoustic energy via the transducer. 

Broadband refers to energy distributed across most of the 1.6 kHz system bandwidth, 

while narrowband refers to energy contained in a much smaller sub-band within the same 

bandwidth. The acoustic energy then propagates to the RUT where it is added to the 

energy from the other channels.  At the RUT, there will be a composite signal consisting 

of a noise source, an echo and reverberation.  In addition, due to amplitude shading of 

each of the multiple drivers in the projector array, this signal will appear to come from a 

region under water in some subspace of three-dimensional space. 

The amplitude-shaded array's principle of operation requires that a coherent (in- 

phase) sum must exist at the RUTs location when each element in the array is being 

driven with in-phase signals. This in turn requires matching acoustic path lengths as well 

as the driver electronics' signal group delay between channels. 

Matching path lengths would be a difficult problem due to the mechanical 

tolerances of the array's fixture. In addition, matching the electronics between channels 

would be a tedious and costly venture.  However, if channel equalization could be 

achieved using adaptive filters, it could be performed in a relatively simple and elegant 

manner. Therefore, the objective of this research is to match amplitude and group delay 
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between channels, from the channel input to the RUT, utilizing an adaptive equalization 

approach. 

In what follows, a proposed solution is given together with qualitative and/or 

quantitative analysis and modeling where appropriate.  Unequalized measurements are 

then performed in order to characterize each channel's performance and transfer 

function (the system is assumed to be linear). After choosing the adaptive digital filter 

and associated parameters, equalization results are examined.  Such items as loop gain 

versus rate of convergence are examined as well as the filter's time and frequency 

domain responses. The comparison between equalized and unequalized results is 

probably most important. This gives an indication of how well the equalizer 

approximates the channel's inverse transfer function and, more importantly, of 

improvements in overall system performance levels.  Finally, this publication will include 

an overall summary and any conclusions that can be drawn from the research and 

experimental work. 
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Chapter 2 

PROPOSED SOLUTION 

As indicated in Section 1.1, an unequalized nearfield sonar system exists as 

depicted in Figure 4.  The proposed solution is to equalize each of the N channels using 

adaptive filters.  One is inserted in series with each channel's electronics for channels 1 

to N.  The composite transfer function existing now between S^(k) and the RUT is 

if^(&>)   = F^(a)) C^(co) (13) 

where F ((o)  and c (O))  are the transfer functions of the adaptive filter and medium 

of channel x, respectively.  It approaches the theoretical limit of 

if (0))   = e-'""' (1^) 

where tj is the total delay through the channel.  In order to generate the weights for 

each filter, a configuration is utilized called the ADAPT mode (see Figure 5).  Here, a 

broadband noise source is used as a reference to excite the channel while a delayed 

version drives the desired input of the adaptive loop. A conditioned output from the 

channel closes the loop and enables generation of the weights.  Once the weights have 

been established, the channel enters the RUN mode (see Figure 6) with the weights left 

in place.  Referring to Figures 5 and 6, it is assumed that:   1) the adaptive equalizer 

operates in the digital domain; 2) the system center frequency, f^ = 12 kHz; 3) the 

system bandwidth, W = 1.6 kHz; 4) the digital sampling rate, f^ = 9.76 kHz; 5) channel 

characteristics do not change appreciably while in RUN mode; and 6) there is no 

convergence rate requirement. 
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In Figure 5, one channel of the sonar system is represented in the ADAPT mode. 

The noise source N^(k) has a flat spectral density across the system bandwidth and is 

sampled at f^.  This signal drives the channels' electronics.  The electronics consist of a 

D/A converter, an analog filter to pass a replica of the baseband image at the system's 

center frequency (f J, and a power amplifier with matching network to drive the 

transducer. The matching network is used to shift the transducer's impedance at 

operating frequency f^, to a more desirable one, thus enabling more signal power in the 

water.  After Nj^(k) is transformed to the analog domain where it is filtered and 

amplified by the electronics, the transducer generates the sonar signal that propagates to 

the reference hydrophone. The receiver then takes the hydrophone output and provides 

some filtering and variable-gain-amplification for it.  The signal is then digitized at the 

system sampling rate and passed on to the adaptive filter. 

The adaptive filter is a transversal, or FIR type.  It is packaged in a single chip ~ 

the Motorola DSP56200 [11].  The tap length of this chip is variable and can be 

programmed by the user up to a maximum of 256 taps.  During initialization procedures, 

an internal register is written vidth the desired number of taps. As for the sampling rate, 

the adaptive digital FIR uses that of the sonar system's, or 9.76 kHz.  At this rate, the 

filter's maximum possible delay time is 256 * (1/fJ = 256 * 102.5 /jS = 26.2 mS.  In 

general, the delay time is N * (1/fJ, where N is the filter length. In regards to word size, 

the device accepts 16-bit inputs, 24-bit coefficients, and contains a 40-bit accumulator. 

The method used to calculate coefficients is the Least Mean Square (LMS) algorithm of 

steepest descent.  The user is required to supply the loop gain only.  Since there is no 

actual convergence speed requirement, the loop gain should be as small as possible such 

that the weights converge with a minimal amount of self-noise induced in the filter output. 
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Once the signal has been operated on by the adaptive filter, it is compared to a 

delayed version of the reference noise source.  The delayed version is obtained by 

passing the reference through a programmable delay buffer.  The output of the 

comparison, or error signal, is then used in the coefficient update algorithm.  After 

sufficient time has been given for the weights to converge, the next channel can be 

equalized, etc. Finally, after all of the channels are equalized, the system can be put in 

the RUN mode. 

In the RUN mode, illustrated by Figure 6, the adaptive filters are configured as 

FIRs with their weights obtained from the ADAPT mode.  Each is driven by its own 

S^(k), the complex, composite signal discussed earlier.  The equalized outputs then drive 

their channel electronics as discussed in Section 1.1.  The only difference now is that 

each channel between Sj,(k) and the RUT has the same uniform gain and time delay 

across the system bandwidth.  At the RUT, a weighted coherent sum exists such that the 

composite signal appears to come from some point within the dimensions of the sonar 

array. The geometry of the array (a top, side, and frontal view) is shown in Figures 7 

and 8. 
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Chapter 3 

EXPERIMENTAL MEASUREMENTS 

To verify performance of the proposed solution, it is not necessar\' to use all 

elements and channels of the system. The weights for each channel are obtained 

independently of one another.  In addition, since the system is assumed to be linear, 

superposition applies; therefore, the response seen at the RUT is the phasor sum of the 

responses at the RUT with each channel operating independently.   For simplicity, only 

the two horizontal elements are used at the top center of the array (see Figure 7). 

Unless otherwise noted, they henceforth constitute the sonar system.  These elements 

are defined as ELEl and ELE2 and are driven by CH 1 and CH 2, respectively, as 

illustrated in Figure 9. The front, top, and side views of this array are shown in Figures 

10 and 11, respectively.  The appendix contains a physical setup diagram and parts list of 

components for the following experimental measurements. 

3.1   Unequalized Measurements 

As indicated earlier, it is of interest to observe the unequalized performance of 

the sonar system in order to ascertain the amount of distortion present in the system. 

To accomplish this task, several pieces of data are collected. Two sweeps are done 

whereby a broadband noise source is moved horizontally across in front of the array by 

proper amplitude shading of the two system channels and elements in the horizontal 

plane as a function of time.  The first sweep is done with both elements driven in phase, 

and the second sweep is done with channel 2 driven 180 degrees out of phase with 

respect to channel 1.  Afterwards, frequency domain-magnitude and time delay 

information is extracted from each channel.  In order to generate this data, a broadband 
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noise source again drives each channel.  However, this time one channel is driven while 
1 

the other is off and vice versa.  Data recorded at different points in the channel can 

then be used directly to calculate the desired results. 

A detailed description of the measurements and relevant concepts follows. 

Figure 12, a block diagram of the configuration used in the data collection process, 

depicts the channels' electronic components.  Each channel has the same blocks and will 

therefore have nominal transfer functions that are identical.  Thus, the description 

provided here applies to both channels. The channel will be denoted by 'X' where X = 

1 or 2 and the subscript D, P, or R refers to digital-domain, power amplifier, or receiver, 

respectively. As before, each channel contains an amplitude-shaded signal source, S^(k). 

It contains only broadband noise.  A delayed version is output to a D/A converter and 

appears as a test point, TP0X.  The non-delayed signal is output to the power amplifier 

where it is converted to the analog domain by the D/A converter; all images except the 

carrier are omitted by the bandpass filter.  This signal then propagates through a variable 

gain amplifier to the matching network and attenuator. The attenuator scales the signal 

before sending it to the test point, TPIX.  The matching network's output drives the 

element ELEX, sending energy to the RUT. Here, the signal is filtered and amplified by 

a variable-gain-amplifier, its final destination being test point TP2. 

To record data for the sweeps, the broadband source was moved across in front of 

the array from 6 = -8 to 6 = -1-8 degrees (see Figure 13 for the broadband source 

power spectrum).  While the source was moving, the signal was recorded at test point 

TP2.  When the channels are matched and driven in phase, one would expect a constant 

signal level for the duration of the sweep. However, if there is a difference in channel 

path lengths, a reduction in level should occur since the signals at the RUT add 
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orthogonally.  On the other hand, when the channels are driven 180 degrees out of 

phase, the outcome is reversed.  Now a reduction in signal level should occur for the 

matched case and not for the mismatched one. 

After the data was recorded, time domain plots were generated for both the in- 

phase and inverted cases.  Figure 14 is a plot of voltage versus time at TP2 for the in- 

phase case. The ramp up at the beginning of the sweep and ramp down at the end of 

the sweep is due to the weighting function of the amplitude-shaded array.  The shading 

is done with a triangular window such that the peaks are at the angular locations of the 

elements relative to the RUT, in this case at 6 = -8 and 6 = +8 degrees. Notice the 

null in the center of the sweep.  As mentioned above, the delay between the two sources 

is such that there is destructive interference at the RUT. At this point, the decrease in 

level is accented the most, by approximately 12 dB.  Figure 15 is the corresponding plot 

for the inverted case. The same basic conclusions can be drawn from this plot. Again, 

the ramps are noticeable as the source sweeps from less than -8 degrees to greater than 

+8 degrees.  It is interesting to observe how the average level of the envelope is nearly 

constant between -8 and +8 degrees. This means that the path length differences are 

such that inverting channel 2 provides a signal highly-correlated with that of channel 1. 

In order to get magnitude and group delay on each channel from frequency 

domain data, recordings were made at test points TP2 and TP0X. Here, the channel 

being recorded was driven by the broadband source as shown in Figure 13 while the 

other channel remained inactive. Then, data on the previously inactive channel was 

recorded in a similar fashion.  Afterwards, an FFT was calculated from each channel's 

data recorded at TP2. The FFT magnitude data gives the frequency response's 

magnitude information for each channel since the channel is driven with a broadband 
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noise source that has a uniform spectrum across the system bandwidth.  Also, the analog 

bandpass filter located in the receiver (see Figure 12) has a bandwidth of approximately 

2300 Hz.  Its presence does not alter the channels' magnitude responses in the system's 

bandwidth; however, it does affect the group delay. 
I 

The frequency-domain magnitude data for channels 1 and 2 can be seen in 

Figures 16 and 17, respectively.  The center frequency of 12 kHz is aliased down to 

4a   =4-4 

where f^g is the aliased frequency. Thus, this frequency is 

fo. = 12000 - 9760 = 2240 Hz. 

The bandwidth is the same as that of the system's, or 1600 Hz.  In the passband, the 

response is upward-sloping, with a total change of about 8 dB.  The main elements in 

the channel are the D/A converter, analog bandpass filter, matching network, driver 

element, water, and a scaling or gain element (see Figure 12). In the receiver, the 

responses are uniform across the system bandwidth and can therefore be considered 

irrelevant. Of the main elements, the analog bandpass filter, matching network, and 

water have uniform gain characteristics across the frequency band of interest. The D/A 

converter has a sin(x)/x response given by , 

H(r) =i2±ifii^^ (15) 

Since the 9760 Hz sampling rate is also the point in frequency where a null appears in 

this response, it becomes obvious that this mechanism is at least partially responsible for 

the slope in the magnitude response. In fact, evaluating the above expression at the 
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band edges results in a 4 dB level difference across the system bandwidth.  The 

remaining slope is most likely due to the driver element, whose sensitivity is shown in 

Figure 18.  Due to the similarity of the channels, the magnitude response of channel 2 

(depicted in Figure 17) is nearly identical to channel I's response. 

In order to obtain group delay data, the recordings used for magnitude 

information were used to calculate cross-correlations.  The signal at TP0X was correlated 

with that at TP2 for each channel.  A correlation peak should appear at a point in time 

from which the group delay of the channel can be extracted.  Once the delay is obtained 

for each channel, the delay difference can be calculated.  This is the parameter of real 

concern, not the delay of each channel. 

Plots of these cross-correlations described above are shown in Figures 19 and 20 

for channels 1 and 2, respectively. The point in time of the primary correlation peak on 

these plots is of interest. The correlation peak occurs at t = 95.29 msec in Figure 19. 

Since the reference is at the center of the graph, or t = 104.92 msec, the delay is 

tdi = 104.92 - 95.29 = 9.63 msec 

However, there is a fixed delay between S^(k) and TP0X of 128 samples.  At a sampling 

rate of 9760 Hz, this gives a delay of 

t£ = 128 •1/9760 = 13.11 insec. 

Therefore, the channel delay is 

tdci = tf - tdi = 13.11 - 9.63 = 3.48 msec. (16) 

Similarly, the delay from Figure 20 is 

C^2 =9.9 msec 
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which gives a channel delay of 

^dc2 = 3.21 msec. (17) 

At this point, the difference in channel delays can be calculated.  This is the parameter 

which must be equalized.  It is given by 

(18) 
= 3.98 - 3.21 = 270 fisec. 

3.2  Adaptive Filter 

In Section 3.1, uncompensated measurements were taken and data presented to 

provide an overall view of the sonar system and hardware configuration, as well as to 

establish a fee! for the extent of the problem at hand. The crux of the problem can be 

summarized by observing the passive sweeps, the frequency-domain magnitude responses 

for each channel, and the relative group time delay between the channels.  In summary, 

the horrendous performance exhibited by the sonar system (5° angle error) necessitates, 

without question, channel equalization if the RUT is going to measure angles with any 

degree of accuracy.  This section will provide a detailed description of the filter used to 

solve the equalization problem. 

A transversal FIR filter architecture will be used - a standard practice among 

equalization applications due to its simplicity. The adaptive algorithm used in the weight 

update calculations is based on the criterion of minimizing the mean-square error 

between a reference or primary signal and an estimate of this signal from a secondary 

source. The estimation is performed via the filter, or more specifically by a finite Weiner 

Filter [8].  However, since the secondary input statistics which are necessary in the 
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Weiner solution are not known a priori, an adaptive implementation that recursively 

approximates the optimum solution is used instead -- an LMS adaptive algorithm.  As 

described previously, this coefficient update calculation takes the form 

^i*i = ^i  ■" A^5^;i=0, 1, 2, ... 
1 

where c^ is the coefficient vector, A^ is the step constant and 5. is the instantaneous 

gradient component, 

S,  =  ^^^ (19) 
dc 

Obviously, this algorithm is based on gradient components, specifically those of steepest 

descent, whereby each iteration moves the coefficients closer to the optimum 

performance index.  This index is given by the minimum value of 

(20) 
5(C)   = Eiel]   = E[U„-Jt„)^] 

= E[{x„-C'y)] 

where x^^ is the reference input, and Jt   is its estimate which is given by 

Jt^ = C'y (21) 

and p is the vector of present and past secondary inputs.  Other adaptive schemes such 

as the adaptive lattice and Recursive Least Squares (RLS) are also available [3, 10]. 

Adaptive lattice uses a gradient-descent algorithm on coefficients in a lattice 

architecture; RLS uses a different error criterion. 

The Motorola DSP56200 Adaptive Finite Impulse Response Filter is the actual 

hardware used to implement the adaptive filter.  It can be run in one of two modes: 

Adaptive HR or HR. The Adaptive HR mode modifies coefficients based on the LMS 

algorithm of steepest descent, whereas the coefficients are fixed in the FIR mode of 
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operation.  The chip's host interface is an 8-bit data bus, a 4-bit address bus, and 

associated control signals.  This interface is used to communicate various pieces of 

information between the host processor and the filter.  Such items as input and output, 

loop gain, and coefficients are transferred across this interface to or from the DSP56200. 

The chip has three pairs of input registers. Each pair represents a 16-bit word composed 

of two 8-bit words compatible with the host interface data bus path.  The three inputs 

are:   1) an input to a FIR filter in the FIR mode or an Adaptive FIR filter in the 

Adaptive FIR mode, 2) a 16-bit reference for adaptive applications, and 3) an input for 

dual HR operation.  In addition, the loop gain is represented by a 16-bit word requiring 

two 8-bit locations, while the 24-bit coefficients are transferred to internal RAM by 

three host interface registers.  Each RAM location is accessed by an address contained 

m the RAM ADDRESS register located on the host interface. An 8-bit TAP LENGTH 

register is also available which enables the user to select the required number of taps. 

Lastly, the CONHGURATION register allows selection of operational mode, rounding 

options, coefficient update disable and other functions [11].  All of these registers are 

accessed when writing from the host. In the read mode, a different set of registers are 

accessed.  Some of these registers are the same as those already discussed; other 

important registers are outputs from FIR operations or error signals from adaptive loop 

operations. 

The filter uses a 10 MHz clock as its main time base.  In addition, the user must 

supply a signal synchronized to this time base with a frequency which matches the 

desired sampling rate.  In this case. 

f^ = 9.76 kHz. 
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Since the filter's time base is a 10 MHz cloclc and it performs a multiply-accumuiate 

(MAC) function in one clock cycle, the filter has a maximum throughput time of 

approximately 100 nsec per tap.  Actually, it is a little slower than this due to 

input/output overhead.  For 256 taps, the maximum sampling frequency is 
■■■-•■ ■ ■ ■ j 

f,(max)= 27kHz. 

Obviously, the chosen sampling rate is not going to pose any problems. 

The arithmetic unit, bus control logic, coefficient and data RAM exist within the 

computation unit. The coefficients are stored in a 256-word long by 24-bit wide block of 

RAM; the data is also 256 words long but only 16 bits wide.  The main, or only, 

processing element exists in the arithmetic unit ~ called the MAC section. During a 

FIR operation, the multiplier accepts 16-bit data from RAM that represents the filter's 

present and past inputs, as well as the 24-bit coefficients stored in coefficient RAM. 

Each multiplication output is input to the 40-bit accumulator, where it is added to the 

previous partial sum.  Similarly, a MAC operation takes place in a coefficient update 

calculation, but with different operators. In either case, at the end of the operation the 

accumulator is truncated or rounded, depending on the configuration register. This 

value is then output to the appropriate location. For a FIR filter, the appropriate 

location is a host interface register.  For an adaptive filter, the accumulator is used to 

calculate the error term first. This result is then stored in the host interface register. 

The MAC section is then used again to update each of the coefficients h; by the 

equation 

hiin)   = hiin-1) *2f^x{n-i) (22) 

where x{n)  is the present secondary input to the adaptive filter. 
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3.3  Equalized Measurements 

The two previous sections (3.1 and 3.2) discussed the extent of the equalization 

problem and a potential method of solving the problem, or at least providing for 

performance improvement (i.e. the adaptive filter).  This section will examine the 

equalization process and the corresponding performance enhancements. 

Three fundamental types of experiments were performed:   1) compensation, 

2) compensated-channel magnitude and delay, and 3) broadband sweeps.  During the 

compensation experiment, error information from the adaptation process was obtained, 

as well as the adapted weights. From the error information, convergence properties 

could be observed while the weights allowed insight into each channel's time and 

frequency-domain characteristics.  With the adaptive equalizers in place, the 

compensated-channel measurements provided frequency-domain magnitude and time 

delay response data to enable a comparison of the overall channel performance to that 

of the uncompensated case. Finally, the broadband sweeps gathered information 

regarding overall system performance. Again, with the adaptive equalizers in place, a 

broadband noise source swept horizontally in front of the RUT gave insight into just 

how well the system was compensated and enabled a comparison of the performance to 

that of the uncompensated case. 

The compensation data was collected on a per-channel basis with the hardware 

configured in the ADAPT mode, as depicted in Figure 21. As can be seen, the channel 

devices are the same as those shown in Figure 12; therefore, the discussion in Section 

3.1 is relevant here. The only difference is the addition of the adaptive loop which is 

described in detail in Section 2.0 and illustrated in Figure 5. 
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For the compensation measurements, all of the adaptive weights (256) were first 

set to 0.  Then, the gain Ap was set to 48 dB for both channels.  Channel 1 was enabled 

while its adaptive update capability was disabled.  With channel 2 disabled and the 

reference noise source N^Ck) applied as input to channel 1, the receiver output noise 

level was adjusted to approximately 20 dB above that of the reference by using G^.  This 

was done so that a gain of 0.1 would be required by the FIR in order for its output to 

equal that of the reference level N^Ck-L).  After this adjustment, the loop gain ^l of the 

adaptive filters in both channels was set to 0.5. 

Once these steps were taken, channel I's adaptive update capability was enabled 

and the data at TPl was recorded. Afterwards, channel 1 was disabled and data was 

recorded at TP2 during channel 2's compensation.   With both channels compensated, the 

weights were extracted from the filters and committed to storage. 

In order to see the effects of varying loop gain on convergence speed, three more 

sets of recordings were taken as described above.  However, in all three cases the gain 

Gr was increased by 6 dB, while the loop gain was set respectively to 0.5, 0.125, and 

0.03125 for the last case. > 

The data from these experiments is shown in Figures 22 through 25 as normalized 

amplitude versus time. In all cases, the absolute value of the data record has been taken 

followed by a 26 msec time average. This data was then scaled to provide a normalized 

data record.  Of interest on each plot is the point in time where the amplitude reaches 

approximately e"\ or 37% of its initial value at time t=0.  Notice that in each figure, this 

point in time is approximately the same for both channels.  If these times are denoted by 

Tj through T4 for Figures 22 through 25 respectively, then their numerical values from 

the graphs are 
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T^ = 1.56 sec 

r, = 1.56 sec 
I 

Tj = 6.24 sec ' 

Ti, = 23 . 76 sec 

There is literally no difference between TJ and TJ, even though there is an increase in 

signal level to the adaptive filter by a factor of two.  However, between T3 and T4 the 

time gets progressively larger as the loop gain ^ gets smaller, as one would expect. 

Thus, it is obvious that the weights converge to a solution in all of the cases and the 

time required to do so gets increasingly longer as the loop gain is made smaller. 

Characteristics of the compensation filter weights can be seen in Figures 26 

through 28. The impulse responses of both channels are shown in Figure 26.  These 

responses are those that correspond to the compensation error signals illustrated in 

Figure 22.  The weights have been normalized to a value of 1, while the horizontal time 

spans the filter length, 

256 . 1/f^ = 256 .1/9760 = 26.2 msec. 

It should also be noted that the time delay of both filters is approximately 
t 

tfj^tr = 9.7 msec, (23) 

as seen in the plot where the impulse response peaks are located.  This is necessary 

since the uncompensated channel plus filter delays should equal the fixed delay L/f, or 

from Section 3.1 and using channel 1, 

1 

Cdcl  +  '^tltr  = Vfs • I (24) 
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This is indeed the case since 

3 .48 + 9 . 7 = 13 .14 msec = 128/f^ . 

Similar results hold true for channel 2 as well.  Figure 27 shows the FFT magnitude 

responses corresponding to the impulse responses presented in Figure 26.  Notice that 

the center frequency appears at 2240 Hz and the bandwidth is close to 1600 Hz.  These 

parameters, as expected, are consistent with the system's parameters. 

The passband properties exhibited are probably of even greater interest. 

Remember in the uncompensated case, the channel magnitude responses had an upward 

slope with increasing frequency, exhibiting a change of approximately 8 dB across the 

bandwidth (primarily due to the sin(x)/x of the D/A converters).  Here, roughly the 

opposite occurred -- what one would expect if the composite response was to be flat 

across the system bandwidth.  In addition to the slope, the responses have peaks and 

troughs in the passband which are attributed to multipath distortion for two reasons. 

First, the noise source is continuous and contains all wavelengths supported by the 

system bandwidth.  Second, the dimensions of the tank are small enough such that 

energy at the RUT received via the direct path either constructively or destructively 

combines with energy obtained through secondary paths within the window of the filter. 

Finally, Figure 28 contains the FFT magnitude plots of the weights when the receiver 

gain Gr was increased by 6 dB.  As expected, these two plots are very similar, with the 

exception of the 6 dB decrease in gain from Figure 27 to Figure 28.  This gives the 

system designer some versatility in choosing channel gains.  When compensating, the 

reference gain should be set at the required setting in order to achieve the desired gain 

from the adaptive weights. 
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After the compensation data was obtained, the architecture was rearranged as 

shown in Figure 29 to record the compensated channel magnitude and time delay data 

on a per-channel basis.  This arrangement is identical to that shown in Figure 12, except 

for the insertion of the Adaptive FIR whose weights were recently obtained from the 

compensation experiments.  With the noise source Sj(k) applied to channel I's input and 

channel 2 disabled, data was recorded at test points TP01 and TP2.  The roles were then 

reversed; i.e., channel 1 was disabled and the source was input to channel 2.  This time, 

however, the data was recorded at test points TP02 and TP2. 

Processed data from these measurements exist and are shown in Figures 30 

and 31.  Figure 30 presents the frequency-domain magnitude response of both composite 

channels, i.e. fully compensated.  As before, the center frequencies and bandwidths are 

equal to those of the system.  However, notice that in the passband the gain is uniform 

throughout. This is precisely what is desired for a compensated channel — a uniform 

gain throughout the system bandwidth that can be adjusted by varying receiver gain 

during the compensation phase. 

Figure 31 illustrates that both channels now have equal time delays. These plots 

are normalized cross-correlations between data recorded at test points TP0X and TP2. 

Notice that the correlation peaks occur at the center or reference, in this case a zero- 

second delay with respect to the reference Nj^(k-L).  This is necessarily the case since it 

has already been established that the channel delay plus filter delay equals the fixed 

delay. Since the cross-correlations are performed between the delayed reference and the 

reference delayed by the channel plus the filter, there must be near-zero delay between 

the two in order for the adaptive process to converge. As can be seen from the figure, 

this is the case for both channels 1 and 2.  More importantly, however, the correlation 
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peaks for both channels occur at precisely the same time.  This means that there is a 

corresponding zero time delay between channels, which is another desirable feature of a 

compensated sonar system.  Since uniform frequency-domain magnitude responses exist 

in each channel and zero time delay responses exist between the channels, it is apparent 

that the adaptive equalization process performed rather well.  However, the overall 

system performance observable in the broadband sweep data still needs to be examined. 

The broadband sweep data was taken utilizing the configuration depicted in 

Figure 29 and the procedures outlined in the uncompensated case. As in the 

uncompensated case, the noise source was swept horizontally across in front of the RUT 

as previously described in Section 3.1.  Again, data was recorded at test point TP2 for 

both the in-phase and inverted cases. 

After recording the data, time domain plots were generated for both cases, shown 

in Figures 32 and 33.  Figure 32 is a plot of voltage versus time for a broadband sweep 

when both channels were driven in-phase. Notice the uniformity of the envelope in the 

center of the sweep. This is indicative of both channels being equalized reasonably well. 

If they were not, reduced levels would occur in the center of the sweep, as was shown in 

Figure 14.  Figure 33 illustrates voltage versus time data for a broadband sweep when 

one channel was inverted from the other.  Here, a null of approximately 19 dB is present 

in the center of the sweep, again pointing to good equalization. An uncompensated 

channel with very little level reduction is presented in Figure 15. 
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Chapter 4 

COMPARISONS 

The data from the compensation experiments was presented in Section 3.3, 

including observations during the compensation procedures as well as a description of 

channel performance after equalization.  A comparison of channel performance before 

and after compensation will now be presented.  Figures 34 through 39 provide 

illustrations characterizing each channel's magnitude response, time delay response, and 

overall system performance both before and after compensation. 

Figures 34 and 35 show the magnitude responses before and after compensation 

for channels 1 and 2, respectively.  In Figure 34, the compensated spectrum is uniform 

across the passband and is approximately 20 dB lower in magnitude than the 

uncompensated spectrum's peak amplitude. The 20 dB difference in channel gain is due 

to the equalizer, but it is of no consequence since it has already been established that 

the equalizer gain can be adjusted to the desired value.  Furthermore, the 8 dB variation 

in magnitude across the passband in the uncompensated case, due primarily to the 

sin(x)/x operator, is eliminated by the equalizer. In Figure 35, it can again be seen that 

the characteristic sin(x)/x has been reduced to a uniform spectrum with reduced gain. 

Figures 36 and 37 contain time delay information before and after compensation 

for channels 1 and 2, respectively. They are normalized cross-correlations between the 

delayed reference and the reference after it propagates through the channel. Note that 

the correlation peaks occur at nearly the same place when comparing compensated and 

uncompensated cases between the two figures.  In addition, the time difference between 
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peaks when comparing the two cases within either Figure 36 or 37 is merely the 

equalizer filter delay, or 9.7 msec. 

Finally, Figures 38 and 39 contain overall system performance information.  These 

figures are amplitude versus time plots at the RUT when a broadband source was swept 

across in front of it. Figure 38 displays the data obtained when the two channels were 

driven 180 degrees out of phase. The top reflects the uncompensated data; the bottom 

demonstrates the effect of compensation, i.e., the desirable characteristic null due to the 

inverted signals.  On the other hand. Figure 39 illustrates sweep data of the two channels 

driven in phase.  Again, the uncompensated case is shown at the top while the 

compensated one is shown at the bottom. After compensation, the desirable uniform 

envelope is apparent in Figure 39 at the bottom. 
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Chapter 5 

SUMMARY AND CONCLUSION 

Equalization is necessary in many instances where signal fidelity must be 

maintained throughout a channel's medium. The typical types of distortion responsible 

for a loss in signal fidelity are non-uniform time delay and non-uniform amplitude 

response in the frequency domain. A fixed network or transfer function can often be 

inserted in series with the channel path to correct the situation.  However, in multiple- 

channel cases, repetitive filter alignment becomes a problem, and an adaptive 

equalization solution becomes more attractive. Automatic synthesis procedures allow 

path equalization in multiple-channel cases without information known a priori and 

without tedious alignment problems.  Adaptive equalizers are most commonly used in 

communications to combat InserSymbol Interference (ISI).  Of the different types of 

filter architectures and adaptive algorithms available, the most popular configuration is 

the transversal or FIR architecture used with the LMS algorithm of steepest descent. 

Most of the research and literature concerning adaptive equalization revolves 

around the problem of ISI. The problem addressed in this publication is the multiple- 

channel equalization of a nearfield sonar system. The sonar system is a multiple- 

element, amplitude-shaded array that can project an acoustic field to a Receiver Under 

Test (RUT).  Array shading enables the energy to be directed as though it came from 

some point in a subspace of three-dimensional space.  The array's principle of operation 

requires that a coherent sum exist at the receiver's location when all array elements are 

being driven in phase.  In order for this to occur, the effective acoustic path lengths of 

the channels must be equal.  However, ensuring equal lengths is not a trivial problem 

due to the channels' electronics and the mechanical tolerances of the array's fixture. 



71 

Therefore, some form of equalization becomes necessary.  Due to the multiph"city of the 

channels, an adaptive equalizer solution is desirable. The objective of the research and 

experimentation presented was to demonstrate an adaptive equalization scheme and its 

performance as a viable solution to the problem of multiple-channel equalization of a 

nearfield sonar system. To meet this objective and maintain simplicity, only two array 

elements in the horizontal plane were used. 

Three experiments were performed to characterize each channel of the 

unequalized system.  First, a broadband noise source was swept across in front of the 

array by properly shading each element in time synchronization.  This was done once 

with both elements driven in phase and once with them driven 180 degrees out of phase. 

Ideal equalization results in a uniform envelope level for the in-phase case and a 

notched envelope for the out-of-phase case when measured at the RUT.  However, 

experimental results show that the roles were almost reversed. The in-phase case 

presented somewhat of a notch at the center of the envelope, whereas the out-of-phase 

case provided a nearly uniform envelope. 

In the second experiment, the same broadband noise was used to drive each 

channel independently while the other was inactive.  FFTs performed on the data 

collected at the RUT then gave each channel's frequency-domain magnitude response. 

Each channel's response looked similar, with a strong sin(x)/x appearance contributed by 

the D/A converters of the power amplifiers driving the transducers. 

Finally, the third experiment used the same data as in the second experiment. The 

input to the channel and RUT recordings were correlated with each other to produce a 

correlation peak at a time from which the channel delay could be extracted. The delay 

was 3.48 msec for channel 1, and the delay for channel 2 was 3.21 msec. This resulted in 

a delay difference of 270 ^xsec. 
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After unequalized characterization data was collected, the two channels were 

compensated, and the same three experiments conducted on the uncompensated 

channels were repeated.  During these compensation experiments, data was collected 

which demonstrated adaptive filter convergence properties for each channel with loop 

gains of 0.5, 0.125, and 0.03125. Also, a set of data was obtained with a loop gain of 0.5 

but with an input signal level decreased by 6 dB.  In each case, the error signal envelope 

decayed exponentially but with various decay time constants.  When the loop gain was 

0.5, the time was 1.56 seconds, regardless of the 6 dB change in signal level.  However, 

the last two loop gain settings (0.125 and 0.03125) resulted in times of 6.24 seconds and 

23.76 seconds, respectively (increasing as expected for lower loop gains).  Out of the 

four sets of weights extracted from the compensation procedures, the case with the 6 dB 

decreased signal level differed only in amplitude. An FFT taken of one set of weights 

shows the inverse sin(x)/x characteristic required to compensate for the sin(x)/x slope in 

the unequalized magnitude response data.  When the in-phase and out-of-phase 

broadband sweeps were done with the channels equalized, the results approached the 

ideal case.  A uniform envelope occurred for the in-phase case, while the out-of-phase 

case produced a distinct notch at the center of the envelope.  As for the frequency- 

domain magnitude responses, the adaptive equalizer filter produced a composite 

response with a uniform gain across the passband of the system.  Lastly, the filter 

responses added the correct time delays to each channel to produce a near-zero relative 

time delay between the two channels. This is necessary to provide a coherent sum at the 

RUT, a requirement for the amplitude-shaded array's principle of operation. 

In conclusion, the purpose of this research and the ensuing experiments was to 

develop a solution to the problem of equalizing multiple channels of a nearfield sonar 

system.  The main objective was to demonstrate an adaptive process and its ability to 
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provide a reasonable solution to the problem.  First, system performance was illustrated 

before equalization. This indicated severe distortion was present and equalization was 

necessary to decrease the error in angular placement of acoustic energy.  Each channel 

was then compensated, followed by an exhibit of the system's enhanced performance. 

Since the main objective was met, it can be concluded that this adaptive scheme provides 

a realizable and viable solution to the problem of multiple-channel equalization of a 

nearfleld sonar system, the equalization being vitally important to the fundamental 

operation of the system. 
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Appendix 

EXPERIMENTAL SETUP AND PARTS LIST 

Table A-1.  Parts List of Components Used in Performing Experimental 
Measurements 

ITEM PART 
NUMBER 

MANUFACTURER 

1. Noise Generator ARL106809 Applied Research T ^h^^^ 

2. Power Amplifier ARL99852 Applied Research Lab 

3. Drive Element ARL87870 Applied Research Lab 

4. Hydrophone F33 Naval Research Lab^^) 

5. Receiver ARL99847 Applied Research T^b 

6. Adap. FIR DSP56200 Motorola, Inc/^^ 

^^)     Applied Research Laboratory 
The Pennsylvania State University 
P. O. Box 30 
State College, PA 16804 

^^)    Naval Research Laboratory 
P. O. Box 568337 
Orlando, FL 32856 

(^)    Motorola Semiconductor Products, Inc. 
Box 20912 
Phoenix, AZ 85036 
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